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Anomaly detection
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● Unsupervised - only train on normal samples
● The Anomaly (abnormal) samples - determined by the training set
● Categories

○ Dictionary learning
○ Distance-based
○ Probability-based
○ Change detection frameworks (Video)
○ Reconstruction-based

Zimmerer, David, Simon AA Kohl, Jens Petersen, Fabian Isensee, and Klaus H. Maier-Hein. "Context-encoding variational autoencoder for 

unsupervised anomaly detection." arXiv preprint arXiv:1812.05941 (2018).



Introduction (1 /3)
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● A distinguished subcategory of reconstruction methods relies on 
predicting masked information.

Zimmerer, David, Simon AA Kohl, Jens Petersen, Fabian Isensee, and Klaus H. Maier-Hein. "Context-encoding variational autoencoder for 

unsupervised anomaly detection." arXiv preprint arXiv:1812.05941 (2018).



● Why we mask information ? 

Introduction (2 /3)
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Introduction (3 /3)
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● SSPCAB integrates the capability of reconstructing the masked 
information into a neural block. 

● Advantages
○ Mask information at any layer in a neural network (not only at the input)
○ Can be integrated into a wide range of neural architectures.

Zimmerer, David, Simon AA Kohl, Jens Petersen, Fabian Isensee, and Klaus H. Maier-Hein. "Context-encoding variational autoencoder for 

unsupervised anomaly detection." arXiv preprint arXiv:1812.05941 (2018).



Masked convolution (1/2)
● The receptive field of convolutional filter 

○ Sub-kernels ,                                , where  
○ Distance (dilation rate):  
○ The center of receptive field:
○ Spatial size     of receptive field: 
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Masked convolution (2/2)
● Convolution operations

○ Zero-padding:              pixels around the input 
○ Stride: 1
○ Number of     masked convolutional filters
○ Output tensor       is passed through a ReLU activation

● The work of mask convolution
○ Mask information
○ Reconstruction
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● where      is the sigmoid activation

● is the ReLU activation

● and 

● is the reduction ratio                      

● Reduce     to a vector                    through a global  average pooling performed 
on each channel.

● Scale factors is computed as follows:

Channel attention module 
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Hu, Jie, Li Shen, and Gang Sun. "Squeeze-and-excitation networks." In Proceedings of the IEEE conference on computer vision and pattern 

recognition, pp. 7132-7141. 2018.



● When integrating SSPCAB into a neural model     having its own loss 
function 

Reconstruction loss
● MSE between the input and the output
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Dataset (1/3)

● MVTec AD
○ A standard benchmark for evaluating AD methods on industrial inspection images. 

○ It contains images from 10 object categories and 5 texture categories.

○ Defect-free training images - 3629 

○ Test images with or without anomalies - 1725
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Dataset (2/3)

● CHUK Avenue
○ A popular benchmark for video anomaly detection

○ Training videos - 16

○ Test videos - 21 

○ The anomalies - people throwing papers, running, dancing, loitering, and walking in the 

wrong direction
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Dataset (3/3)

● ShanghaiTech
○ Training videos - 330 

○ Test videos - 107

○ The anomalies - people fighting, stealing, chasing, jumping, and riding bike or skating in 

pedestrian zones
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Evaluation Metrics (1/2)
● Image anomaly detection (On MVTec AD)

○ Area under the ROC curve (AUROC)
■ Detection task
■ TPR : the percentage of anomalous images that are correctly classified
■ FPR : the percentage of normal images mistakenly classified as anomalous

○ Average precision (AP)
■ Localization (segmentation) task
■ TPR : the percentage of abnormal pixels that are correctly classified
■ FPR : the percentage of normal pixels wrongly classified as anomalous 

14
Bergmann, Paul, Michael Fauser, David Sattlegger, and Carsten Steger. "MVTec AD--A comprehensive real-world dataset for unsupervised 

anomaly detection." In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp. 9592-9600. 2019.



Evaluation Metrics (2/2)
● Video anomaly detection

○ Marking a frame as abnormal if at least one pixel inside the frame is abnormal. 
○ micro AUC: computed after concatenating all frames from the entire test set
○ macro AUC:  the average of the AUC scores on individual videos
○ Region-based detection criterion (RBDC)

■ RBDC takes each detected region into consideration, marking a detected region as 
true positive if the IoU with the ground-truth region is greater than a threshold α. 
We set α = 0.1.

○ Track-based detection criterion (TBDC)
■ TBDC measures whether abnormal regions are accurately tracked across time. It 

considers a detected track as true positive if the number of detections in a track is 
greater than a threshold β. We set β = 0.1.
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Implementation Choices and Tuning
● Choose the underlying models for SSPCAB
● Replace the penultimate convolutional layer with SSPCAB in all 

underlying models. 
● In a set of preliminary trials with a basic auto-encoder on Avenue, we 

tuned the hyperparameter λ, considering values between 0.1 and 1, at a 
step of 0.1. 

● Decided to use λ = 0.1.

● Loss:  
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Result 1 : Preliminary Experiments (1/4)
● Dataset: Avenue
● Hyperparameters of our masked convolution

○ :  {1, 2, 3}
○ : {0, 1, 2} 

● Two alternative loss functions
○ Mean Absolute Error (MAE) 
○ Mean Squared Error (MSE)

● Several types of attention (added after the masked convolution)
○ Channel attention (CA)
○ Spatial attention (SA)
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Result 1 : Preliminary Experiments (2/4)
● Baseline: The appearance convolutional auto-encoder from the paper.
● Stripping out the additional components such as optical flow, skip 

connections, adversarial training, mask reconstruction and binary 
classifiers. 

● Only a plain auto-encoder in our preliminary experiments
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Georgescu, Mariana Iuliana, Radu Tudor Ionescu, Fahad Shahbaz Khan, Marius Popescu, and Mubarak Shah. "A background-agnostic 

framework with adversarial training for abnormal event detection in video." IEEE Transactions on Pattern Analysis and Machine Intelligence 44, 

no. 9 (2021): 4505-4523.

https://ieeexplore.ieee.org/document/9410375
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Result 1 : Preliminary Experiments (3/4)
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Georgescu, Mariana Iuliana, Radu Tudor Ionescu, Fahad Shahbaz Khan, Marius Popescu, and Mubarak Shah. "A background-agnostic 

framework with adversarial training for abnormal event detection in video." IEEE Transactions on Pattern Analysis and Machine Intelligence 44, 

no. 9 (2021): 4505-4523.



Result 1 : Preliminary Experiments (4/4)
● Loss: MSE
● Sub-kernel size: 1
● Dilation rate: 1
● Reduction rate: 8
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Result 2 : Ablation study 
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Result 3 : Anomaly Detection in Images (1/4)
● Baselines: CutPaste [34] and DRAEM [79] 

23
Li, Chun-Liang, Kihyuk Sohn, Jinsung Yoon, and Tomas Pfister. "Cutpaste: Self-supervised learning for anomaly detection and localization." In 

Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 9664-9674. 2021.



Result 3 : Anomaly Detection in Images (2/4)
● Baselines: CutPaste [34] and DRAEM [79]

24
Zavrtanik, Vitjan, Matej Kristan, and Danijel Skočaj. "Draem-a discriminatively trained reconstruction embedding for surface anomaly detection." 

In Proceedings of the IEEE/CVF International Conference on Computer Vision, pp. 8330-8339. 2021.



Result 3 : Anomaly Detection in Images (3/4)
● Result: The overall performance (AUROC) gains are close to 1%. 
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Result 3 : Anomaly Detection in Images (4/4)
● Anomaly localization examples.
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Result 4 : Abnormal Event Detection in Video (1/2)

● Baselines: four recently introduced methods [18, 37, 39, 49] attaining 
state-of-the-art performance levels in video anomaly detection.

● We integrate SSPCAB into the auto-encoders, not in the binary classifiers.

27



Result 4 : Abnormal Event Detection in Video (2/2)
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Conclusion
● SSPCAB is trained in a self-supervised manner, via a reconstruction loss

of its own. 
● SSPCAB is integrated into a series of image and video anomaly detection 

methods [18, 34, 37, 39, 49, 79] and obtain new state-of-the-art levels on 
Avenue and ShanghaiTech.
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● Why receptive field look like ?

● Different from the masked reconstruction methods ?
○ Easy to integrate
○ Limited reconstruction ability
○ Not really mask the information

Discussion
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Put SSPCAB on the late layer ?



Thank You For Listening
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